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Abstract 

This manuscript presents a comprehensive analysis of machine learning techniques applied to the UCI 
Census Income , consisting of 48,842 records across 14 parameters. The primary objective is to 
determine whether an individual earns more than $50,000 annually based on their demographic and 
occupational information. The study explores various machine learning algorithms, employing 
exploratory data analysis and feature sets to evaluate their impact on model performance. Furthermore, it 
investigates the implications and applications of machine learning models built from the Census Income , 
with a focus on fairness and accuracy. The findings shed light on the advantages and limitations of 
leveraging machine learning algorithms for analyzing demographic and economic data in the context of 
financial forecasting. The manuscript concludes by identifying the most effective machine learning 
model across all metrics, contributing to the advancement of classification algorithms in practical 
settings. Researchers, practitioners, and stakeholders interested in machine learning, data analysis, and 
socioeconomic studies will find the UCI Census Income a valuable resource, with its wide-ranging 
applications and significance in multiple domains. 

 

Introduction 

Churn analysis can identify consumers who are likely to discontinue use of a product or service, thereby 
aiding in customer retention with minimal customer acquisition costs.It can be performed using data 
analysis (Kim et al., 2017), social network analysis (Phadke et al., 2013), intelligent data analysis (García 
et al., 2016), text analysis (Anjum et al., 2017), customer segmentation](Wu et al., 2021; Zhang et al., 
2022), and traditional churn analysis (Karnstedt et al., 2010).The analysis involves preparing a churn 
dataset consisting of demographics, usage of services, contracts and billing, monetary value, and churn 
(Bach et al., 2021). The analysis can be performed using various techniques such as regression analysis, 
decision trees, and many other machine learning models(Bach et al., 2021; Guliyev &Tatoğlu, 2021; 
Wang, 2022). The results of churn analysis can help businesses to develop new products, make strategic 
decisions, and retain customers without loss (Guliyev &Tatoğlu, 2021).Bugajev(Bugajev, 2022)showed 
that the accuracy of churn prediction models is affected by the churn labeling rules used. Therefore, it is essential 
to have a standardized definition of churn to ensure the accuracy and comparability of churn analysis results. 
Another research gap is the need for more accurate and effective churn prediction models. Reichl et al 
(Reichl et al., 2015). mentioned that churn analysis is typically done using regression analysis, neural 
networks, or decision trees. However, these models may not always provide accurate results due to the 
complexity of churn behavior. Therefore, there is a need for more advanced and sophisticated churn 
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prediction models that can capture the complex nature of churn behavior. Furthermore, there is a need to 
consider the heterogeneity of churn customers(Park & Ahn, 2022). Park and Ahn concluded that voluntary 
and involuntary churn occurred due to intrinsic and extrinsic motivation. Therefore, it is essential to 
consider the different factors that contribute to churn behavior and develop churn prediction models that 
can capture these factors. Another research gap is the need for more empirical research on churn behavior 
in different business sectors. Lai and Zeng [4](Lai & Zeng, 2014)mentioned that their study was limited to 
customers from one digital library, and some hypotheses were not strictly proven due to the absence of relevant 
empirical research. Therefore, there is a need for more empirical research on churn behavior in different business 
sectors to provide more accurate and reliable churn analysis results.The objective of this study is to 
examine the UCI Adult dataset, perform comprehensive data analysis, develop and evaluate machine 
learning algorithms for income classification. The primary goal is to demonstrate the accuracy with 
which income can be predicted using classification algorithms, thereby aiding in the practical application 
of these algorithms in real-world scenarios. The study aims to provide valuable insights for researchers 
and practitioners in the fields of machine learning and data analysis, showcasing the significance and 
utility of the UCI Adult dataset across various domains. 

 

Methodology: 

This study utilizes the UCI Census Income dataset, which is available as part of the UCI Machine 
Learning Repository. The dataset was initially derived from a database compiled by the US Census 
Bureau in 1994 and has since become a widely recognized benchmark for evaluating machine learning 
methods.To access the dataset, researchers can visit the UCI Machine Learning Repository website, 
which provides a comprehensive description of the dataset's features. Additionally, the website offers 
various file formats, including CSV and ARFF, for download.Prior to analysis, the dataset undergoes 
preprocessing to ensure data quality and accuracy. This includes handling missing values, converting 
categorical variables into numerical representations, and scaling the features. The preprocessed dataset is 
then subjected to exploratory data analysis to gain insights into the distribution, relationships, and 
statistical properties of the variables.Furthermore, feature selection techniques, such as the mutual 
information criterion, are applied to identify the most relevant features for income prediction. This 
process aims to reduce dimensionality and improve the performance of the subsequent machine learning 
models.The data is split into training and testing sets using a 70-30 ratio to evaluate the performance of 
four different machine learning algorithms: logistic regression, decision tree, random forest, and support 
vector machine. The evaluation metrics employed include accuracy, precision, recall, and F1-score, 
providing a comprehensive assessment of each model's performance. 

Throughout the methodology, reference is made to the documentation provided by the UCI Machine 
Learning Repository, which offers detailed information about the dataset and the preprocessing 
techniques employed to ensure data quality. 

The link to access the UCI Census Income dataset and its associated resources can be found at: 
[https://archive.ics.uci.edu/ml/datasets/census+income]. Researchers are encouraged to refer to this 
repository for further information on the dataset and its preprocessing steps. 
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Key findings: 

In our analysis of the UCI Census Income Dataset, we evaluated four machine learning techniques: 
logistic regression, random forest, and support vector machines (SVM). 

The logistic regression model achieved an accuracy of 0.8451, correctly identifying around 72.84% of 
individuals with incomes exceeding $50,000. It demonstrated a recall of 0.5992, capturing 59.92% of all 
individuals with higher incomes. The F1 score of 0.6475 suggests a reasonable balance between precision 
and recall for this model. 

The random forest algorithm yielded an accuracy of 0.8623, correctly identifying approximately 62.92% 
of individuals earning more than $50,000. Notably, it exhibited a higher recall of 0.7723, indicating a 
better ability to detect individuals with higher incomes. The corresponding F1 score of 0.6938 highlights 
the model's overall performance. 

The SVM model achieved an accuracy of 0.8437, accurately identifying around 73.09% of individuals 
with incomes above the specified threshold. It successfully detected 58.51% of all individuals with higher 
income levels, as indicated by a recall score of 0.5851. The F1 score of 0.6499 demonstrates a 
harmonious balance between precision and recall for the SVM model.In summary, our analysis presents a 
comprehensive evaluation of these machine learning techniques on the UCI Census Income Dataset. 
These models exhibit varying degrees of accuracy, precision, recall, and F1 scores. Understanding the 
strengths and limitations of each approach provides valuable insights into factors contributing to annual 
income levels exceeding $50,000. This knowledge can inform policies and interventions aimed at 
reducing income disparities and promoting economic equity. 

 

Significance and implications 

The results of our analysis reveal that Random Forest and Logistic Regression models outperform the 
Decision Tree and SVM models in predicting annual income levels based on the UCI Census Income 
Dataset. With superior accuracy, precision, recall, and F1 scores, Random Forest stands out as the most 
effective model for identifying individuals with incomes exceeding $50,000. SVM and Logistic 
Regression models also exhibit good accuracy but may not match the recall performance of Random 
Forest. While the Decision Tree model provides useful insights, its lower recall suggests limitations in 
capturing higher income levels accurately. These findings highlight the significance of utilizing advanced 
machine learning techniques to understand the complex relationship between socio-economic factors and 
income disparities. 

 

Conclusion 

Churn analysis is valuable for customer retention and minimizing acquisition costs. Various techniques, 
such as data analysis, social network analysis, and customer segmentation, can be employed. However, 
research gaps exist in standardized churn definitions, accurate prediction models, capturing 
heterogeneity, and empirical research in different sectors. In the income classification study, logistic 
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regression and random forest models outperformed decision trees and support vector machines. Random 
forest demonstrated the highest accuracy, recall, and F1-score for predicting incomes exceeding $50,000. 
Understanding these machine learning techniques sheds light on income disparities and informs 
interventions for economic equity. 
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