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Abstract: 
This paper investigates the performance of Non-Hermitian Symmetry (NHS) Direct-Current biased 

Optical OFDM (DCO-OFDM) in the context of 100G-SWDM (Short Wavelength Division Multiplexing) 

datacenters using OM3/OM4 fibers. OFDM is recognized for its robustness against optical fiber link 

distortion, while NHS exhibits low power consumption, leveraging its half computational complexity 

compared to Hermitian Symmetry in terms of optical OFDM modulator/demodulator. The study begins 

with a Bit Error Rate (BER) performance comparison between conventional DCO-OFDM and NRZ-OOK 

in a 100G-SWDM4 (25 Gb/s x 4) link. Based on the good distance transmission performed by DCO-

OFDM, an implementation of NHS DCO-OFDM is realized in a 100G-SWDM2 (50 Gb/s x 2) 

architecture. The results, obtained through simulation with realistic component parameters, reveal that 

NHS DCO-OFDM, referred to as (new–DCO), achieves approximately four (04) to five (05) times the 

distance transmission allowed by NRZ-OOK in a 100G-SWDM4 link, depending on the use of OM3 or 

OM4 fibers. Additionally, the new–DCO demonstrates promising distance transmission capabilities of 

370m for OM3 fiber and 650m for OM4 fiber in the simulated 100G-SWDM2 architecture. Consequently, 

the new–DCO emerges as a good candidate for datacenter transmission, surpassing current transmission 

distances demonstrated by SWDM alliance partners. 
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I. INTRODUCTION 

Datacenters are intricate infrastructures 

comprising a network of servers and storage spaces 

dedicated to the uninterrupted storage, organization, 

and processing of vast amounts of data belonging to 

companies. Primarily designed to cater to the 

escalating computational and data storage 

requirements of large enterprises, datacenters are 

faced with time constraints for efficient data 

processing and management. The proliferation and 

diversification of connected devices, coupled with 

escalating data storage needs, contribute to the 

continuous expansion of bandwidth requirements 

within datacenters. As a result, datacenters are 

perpetually seeking higher bandwidth to cope with 

the surging demand generated by the emergence of 

services such as cloud storage, e-services (e-

commerce, e-health, e-learning, etc.), Internet of 

Things (IoT), streaming videos, voice over IP, 

social networks, and more [1]. The growth of these 

services leads to a rapid increase in data traffic 

within datacenters. The core network of these 

transmission systems is the intra-

datacenterinformation exchange, serving as the 

storage and processing center for vast volumes of 

data that fuel all digital uses. It facilitates the 

transmission of data within the inter-datacenter 
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network segment and towards end users. Examining 

the distribution of total traffic related to datacenters, 

intra-datacenter traffic dominates, accounting for 

71.5 percent of the overall traffic. Furthermore, 

14.9 percent of the traffic travels from datacenters 

to end users, and 13.6 percent is exchanged 

between datacenters. The substantial percentage of 

intra-datacenter traffic underscores the extensive 

data exchange occurring between different servers 

or storage units within datacenter networks. In its 

forecast covering the period 2016-2021, Cisco, in 

its white paper on the global index of cloud services, 

reported a consistent increase in the global IP traffic 

of datacenters [2]. 

The interconnections among different servers 

within a datacenter must be scalable, providing 

exceptionally high data rates to enhance processing 

speed and resource accessibility. In response to this 

demand, telecom operators are compelled to 

increase the capacity of their infrastructures by 

migrating to higher throughput while minimizing 

associated costs. Opting for optical fiber 

communication systems has proved decisive in 

achieving these elevated data rates. Based on 

standards like Gigabit Ethernet (GE), such as IEEE 

40GBASE-SR4 (2010), IEEE 100GBASE-SR10 

(2010), and 100GBASE-SR4 (2015), optical 

interfaces for 10 GE and 25 GE have facilitated the 

deployment of parallel optical links with data rates 

of 40 Gb/s (4 x 10 Gb/s, using four fiber pairs), 100 

Gb/s (10 x 10 Gb/s, using ten fiber pairs), and 100 

Gb/s (4 x 25 Gb/s, using four fiber pairs) within 

datacenters. These deployed optical links typically 

employ Vertical Cavity Surface Emitting Laser 

(VCSEL) sources coupled to multimode OM3/OM4 

fibers, operating within the 850-950 nm wavelength 

range [3], [4]. Non-Return to Zero-On/Off Keying 

(NRZ-OOK) modulation is often implemented in 

these optical links. However, with the adoption of 

the IEEE 50GBASE-SR standard, the use of 

advanced modulation formats, such as Pulse 

Amplitude Modulation (4-PAM), has been 

recommended [5] to achieve data rates exceeding 

40 Gb/s (≥ 40 Gb/s). Thus, instead of using four 

parallel 25 Gb/s (4x25 Gb/s) links to achieve a total 

throughput of 100 Gb/s, it becomes feasible to 

consider only two 50 Gb/s channels (2x50 Gb/s).  

Datacenters face challenges in cable management 

and maintenance, particularly as the number of 

cables increases, becoming more cumbersome with 

each upgrade to higher throughput [6]. In an effort 

to streamline cable deployment, enhance 

manageability and maintenance efficiency, and 

minimize infrastructure deployment costs, 

engineers have explored the concept of resource 

pooling. The solution identified for datacenters is 

the Shortwave Wavelength Division Multiplexing 

(SWDM) technique, which is endorsed and 

standardized by the Multi-Source Agreement for 

SWDM (MSA-SWDM) consortium. MSA 

Consortium comprises various suppliers of 

transceiver modules, optical fibers, and Operating 

Equipment Manufacturers (OEM), including 

Huawei, Dell, Finisar, Cisco, among others [7], [8]. 

Wavelengths employed in SWDM are chosen 

within the 850 nm to 940 nm range, featuring a 30 

nm inter-channel spacing, aligning with MSA-

SWDM specifications. 

With the adoption of SWDM, achieving a 

throughput of 40 Gb/s (or 100 Gb/s) is made 

possible through a serial link by multiplexing four 

(04) wavelengths of 10 Gb/s (or 25 Gb/s) on a 

single fiber pair. This configuration is denoted as 

40G-SWDM4 (i.e., 4λ x 10 Gb/s) or 100G-SWDM4 

(i.e., 4λ x 25 Gb/s) depending on the specific 

context. MSA-SWDM Specify transmission 

distances achievable on, respectively OM3, OM4 

and even OM5 fibers for 40G-SWDM4 and 100G-

SWDM4 systems [5], [9], [10].  

Incorporating the 50 Gigabit Ethernet standard 

specification proves to be a valuable asset in 

maximizing the potential of SWDM, facilitating the 

attainment of 100 Gb/s. Additionally, there is an 

emerging interest in the simultaneous multiplexing 

of two (02) channels, each carrying 50 Gb/s 

wavelengths (i.e., 2λ x 50 Gb/s) on a single fiber. 

This innovative approach, termed SWDM2, is 

currently in the standardization draft phase. It not 

only optimizes wavelength utilization but also 

enhances the efficiency of deployed fibers.  This 

strategy, coupled with an advanced modulation 

format, presents itself as an inventive and 

promising solution for enhancing throughput in 

future generations of optical transmission systems 

within datacenters. To achieve this goal with 
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Intensity Modulation/Direct Detection (IM/DD) 

transceivers, different modulation schemes have 

been proposed in the literature, starting from the 

simple NRZ-OOK [11] to those demonstrating 

optimal spectral efficiency. Transfer rates of 160 

Gb/s per wavelength have been successfully 

demonstrated through Discrete Multitone 

Modulation (DMT). Additionally, duobinary 4

PAM, multiCAP (Carrierless Amplitude/Phase 

modulation), 4-PAM, and 8-PAM (Pulse Amplitude 

Modulation, levels 4 or 8) have showcased transfer 

rates of 62.5 Gb/s, 148 Gb/s, 112.5 Gb/s, and 90 

Gb/s, respectively [12], [13]. The integration of 

modulation and channel equalization with SWDM 

has led to the achievement of 200 m OM4 links, 

operating at 42.5 Gb/s and 48.8 Gb/s per 

wavelength, as reported in literature [14]

Studies employing Orthogonal Frequency Division 

Multiplexing (OFDM) have demonstrated a fea

transmission distance of 100 m over multimode 

fiber for 100 Gb/s throughput [17,18]. In a recent 

experiment, Finisar Corporation showcased the 

capabilities of a 100G-SWDM4 link, achieving 

respectively, a reach of 200 m, 300 m and 400 m 

over respectively OM3, OM4 and OM5 [19]. 

However, detailed technical specifications related 

to the proposed transmission systems remain 

proprietary. A recent investigation of 

Asymmetrically Clipped Optical-OFDM (ACO

OFDM) and Direct Current biased Optical

(DCO-OFDM) using Quadrature Amplitude 

Modulation (QAM) revealed promising results. 

Specifically, distances of 410 m (OM3) and 600 m 

(OM4) were achieved with 100G-SWDM4 for 

ACO-OFDM, while DCO-OFDM demonstrated 

ranges of 440 m (OM3) and 685 m (OM4) [20]. 

These recent advancements in OFDM on 

multimode fibers coupled with Vertical

Surface-Emitting Lasers (VCSELs) reveals its 

potential as a promising solution for SWDM 

transmissions in datacenters. To the best of our 

knowledge, no study has comprehensively explore

the performance over OM3, OM4, or OM5 fibers 

for a 100G-SWDM4 and 100G-SWDM2 link 

employing the Non-Hermitian Symmetry DCO

OFDM [21], referred here, to as "New

Hence, this study aims to address this gap and 

evaluate the potential of the New–DCO tec

International Journal of Scientific Research and Engineering Development-– Volume 7 Issue 1, Jan

 Available at 

©IJSRED: All Rights are Reserved 

Intensity Modulation/Direct Detection (IM/DD) 

transceivers, different modulation schemes have 

he literature, starting from the 

OOK [11] to those demonstrating 

optimal spectral efficiency. Transfer rates of 160 

Gb/s per wavelength have been successfully 

demonstrated through Discrete Multitone 

Modulation (DMT). Additionally, duobinary 4-

M, multiCAP (Carrierless Amplitude/Phase 

PAM (Pulse Amplitude 

Modulation, levels 4 or 8) have showcased transfer 

rates of 62.5 Gb/s, 148 Gb/s, 112.5 Gb/s, and 90 

Gb/s, respectively [12], [13]. The integration of 

nnel equalization with SWDM 

has led to the achievement of 200 m OM4 links, 

operating at 42.5 Gb/s and 48.8 Gb/s per 

wavelength, as reported in literature [14]-[16]. 

Studies employing Orthogonal Frequency Division 

Multiplexing (OFDM) have demonstrated a feasible 

transmission distance of 100 m over multimode 

fiber for 100 Gb/s throughput [17,18]. In a recent 

experiment, Finisar Corporation showcased the 

SWDM4 link, achieving 

respectively, a reach of 200 m, 300 m and 400 m 

ely OM3, OM4 and OM5 [19]. 

However, detailed technical specifications related 

to the proposed transmission systems remain 

proprietary. A recent investigation of 

OFDM (ACO-

OFDM) and Direct Current biased Optical-OFDM 

) using Quadrature Amplitude 

Modulation (QAM) revealed promising results. 

Specifically, distances of 410 m (OM3) and 600 m 

SWDM4 for 

OFDM demonstrated 

ranges of 440 m (OM3) and 685 m (OM4) [20]. 

t advancements in OFDM on 

multimode fibers coupled with Vertical-Cavity 

Emitting Lasers (VCSELs) reveals its 

potential as a promising solution for SWDM 

transmissions in datacenters. To the best of our 

knowledge, no study has comprehensively explored 

the performance over OM3, OM4, or OM5 fibers 
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Hermitian Symmetry DCO-

OFDM [21], referred here, to as "New–DCO". 

Hence, this study aims to address this gap and 

DCO technique.  

The structure of the paper is organized as follows: 

Section II starts with an overview of DCO

implementation, providing insights into the 

materials and methods employed, along with a 

concise depiction of the Non-Hermitian Symmetry 

concept applied to DCO-OFDM. Following this, 

Section III presents the obtained results and 

engages in a discussion thereof. Finally, we 

conclude in Section IV. 

II. MATERIALS AND METHODS

In this section, we start by providing an

of DCO-OFDM technique. 

A. DCO-OFDM technique 

Orthogonal Frequency Division Multiplexing 

(OFDM) is a multi-carrier modulation technique 

that transmits information through multiple 

subcarriers. The fundamental principle involves 

transmitting symbols in parallel across distinct 

subcarriers using the Inverse Fast Fourier 

Transform (IFFT). As the resulting OFDM signal 

becomes complex and bipolar post IFFT, a 

transformation is necessary to render it real and 

positive for optical transmission. Achieving a real 

signal involves applying Hermitian Symme

the QAM symbols prior to entering the IFFT block 

[21], [22]. DCO-OFDM technique extends this 

approach by introducing a suitable DC

real and bipolar signal at the output of the IFFT 

block, ensuring its positivity. Despite the inclusion 

of the DC component, if residual negative peaks 

persist in the OFDM signal, zero clipping process is 

employed by setting them to zero values

illustrates the block diagram of a DCO

system link. In the transmitter section, a binary 

frame undergoes modulation, mapping it into 

Quadrature and Amplitude Modulation (QAM) 

symbols. 
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subcarriers. The fundamental principle involves 

transmitting symbols in parallel across distinct 

the Inverse Fast Fourier 

Transform (IFFT). As the resulting OFDM signal 

becomes complex and bipolar post IFFT, a 

transformation is necessary to render it real and 

positive for optical transmission. Achieving a real 

signal involves applying Hermitian Symmetry to 

the QAM symbols prior to entering the IFFT block 

OFDM technique extends this 

approach by introducing a suitable DC-bias to the 

real and bipolar signal at the output of the IFFT 

block, ensuring its positivity. Despite the inclusion 

the DC component, if residual negative peaks 

persist in the OFDM signal, zero clipping process is 

by setting them to zero values. Fig. 1 

illustrates the block diagram of a DCO-OFDM 

system link. In the transmitter section, a binary 

modulation, mapping it into 

Quadrature and Amplitude Modulation (QAM) 

 



International Journal of Scientific Research and Engineering Development

ISSN : 2581-7175                             ©IJSRED: All Rights are Reserved

Fig.1Block diagram of a DCO-OFDM system

Then, these symbols are constrained to exhibit 

Hermitian Symmetry at the input of a 2N

block, as: 

���� � �� � 	�∗���, � � �, �, … ,
Where X(0) = X(N) = 0, and X*(k) is the complex 

conjugate of X(k).  At the output of the IFFT block, 

cyclic prefix is added to each resulting OFDM 

symbol and a suitable DC-bias value is added to it 

before zero-clipping. After that, the obtained DCO

OFDM signal, directly modulates an optical source 

(here, a VCSEL) before being propagated through 

an optical fiber channel. At the receiver side, the 

detected electrical signal obtained after photodiode, 

undergoes the reverse process with a few 

exceptions. Cyclic prefix is removed, FFT 

transform is applied and then, the signal is 

equalized. Finally, Hermitian Symmetry is removed 

before QAM demapping followed by binary frame 

recovering. 

B. Non-Hermitian DCO-OFDM technique 

The Non-Hermitian DCO-OFDM approach 

involves generating a real OFDM signal without 

imposing the constraint of Hermitian Symmetry on 

the QAM symbols at the IFFT input [23]. In the 

NHS DCO-OFDM, symbols X(k) directly modulate 

an IFFT/FFT block size of N, as depicted in Fig

2(a). This results in a time complex OFDM signal, 

as illustrated in equation (2) and expressed in (3), 

taking into account X (0) = 0 to prevent any DC 

shift: 
 

 

 

���� � � ������� ������� � ,
���

���
 

 

���� � ����� � ������, � � �, �, …
����� and ����� are respectively the real and 

imaginary parts of signal x(n). The transmitted real 

signal is derived by appending a Cyclic Prefix (CP) 

at the IFFT output and then concatenating, in the 

time domain, both the real and imaginary parts of 

the xCP signal. It is important to note that each 

has length of N' = N+ NCP due to the added CP 

samples. To eliminate negative values, a proper 

DC-bias is added to the resulting xCP, following the 
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. The transmitted real 

signal is derived by appending a Cyclic Prefix (CP) 

at the IFFT output and then concatenating, in the 

time domain, both the real and imaginary parts of 

signal. It is important to note that each xCP(n') 

due to the added CP 

samples. To eliminate negative values, a proper 

, following the 

conventional approach in a DCO

transmitter. 

In the NHS DCO-OFDM receiver, as illustrated 

in Fig. 2(b), each set of 2N’ samples in the received 

y(n') signal is decomposed into two distinct signal 

components. 

 

Fig.2Diagram blocks of New–DCO-OFDM transmission system

The first N’ samples and the last 

as the real and imaginary parts, respectively of 

signal zCP(n'). Then, this 

demodulated by an N-FFT block after CP removal. 

Equalization is conducted to offset channel 

distortion, followed by QAM demodulation to 

recover the data. Furthermore, since the I

block size is halved in NHS DCO

corresponding reduction in computational 

complexity per bit, involving the number of 

operations in terms of multiplications and additions 

per second, by at least half [24]. Additionally, 

considering that the length of the OFDM symbol is 

doubled while the IFFT/FFT size is reduced by half, 

the spectral efficiency of NHS DCO

remains consistent with that of conventional DCO

OFDM. For simplicity, throughout the paper, we 

use the abbreviations "DCO" an

"DCO-OFDM" and "NHS DCO

respectively. 

C. Simulations Setup 

In this subsection, we initiate the study with the 

simulation of a 100G-SWDM4 (25 Gb/s x 4 

system link, as depicted in Fig. 
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Equalization is conducted to offset channel 

distortion, followed by QAM demodulation to 

recover the data. Furthermore, since the IFFT/FFT 

block size is halved in NHS DCO-OFDM, there is a 

corresponding reduction in computational 

complexity per bit, involving the number of 

operations in terms of multiplications and additions 

per second, by at least half [24]. Additionally, 

that the length of the OFDM symbol is 

doubled while the IFFT/FFT size is reduced by half, 

the spectral efficiency of NHS DCO-OFDM 

remains consistent with that of conventional DCO-

OFDM. For simplicity, throughout the paper, we 

use the abbreviations "DCO" and "new–DCO" for 

OFDM" and "NHS DCO-OFDM" 

In this subsection, we initiate the study with the 

SWDM4 (25 Gb/s x 4 λ) 

 3. Both NRZ-OOK 
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and OFDM (DCO and new–DCO) techniqu

implemented using MATLAB software. 

 

Fig.3Diagram blocks of the simulated 100G-SWDM4 link

The transmission channel is constructed using 

Optisystem15 software and modeled with VCSEL 

sources, SWDM Multiplexer and De

Multimode Fiber OM3/OM4, and PIN photodiodes 

with transimpédance Amplifier (TIA). The 

simulated parameters are specified in Table 1 and 

Table 2.VCSEL sources are cost-effective solutions 

widely deployed in optical links within datacente

due to their ease of coupling with multimode fibers 

and low energy consumption [25]. In the simulated 

SWDM4 link, four (04) VCSELs at wavelengths of 

850 nm, 880 nm, 910 nm and 940 nm are SWDM 

multiplexed [5]. Each VCSEL is directly modulated 

by an electrical signal (NRZ-OOK or OFDM) 

provided by the Tx modulator block. 

TABLE I 

SIMULATION PARAMETERS FOR THE LASER SOURCE, THE 

SWDM MUX/DEMUX [5], [27], [28] 

Parameters Values

VCSEL 

Linewidth 10 MHz 

Adiabatic factor 10000 1/W.s 

Alpha Chirp 3.7 

Slope efficiency 0.54 mW/mA

Threshold current 0.5 mA 

Bias current 6 mA 

Laser transconductance 0.02 A/V 

RIN -140 dB/Hz 

Bandwidth  21 GHz 

Low-pass filter type Bessel 

Low-pass filter order 4 

Attenuation 2.3 dB/km 

Chromatic dispersion -100 ps/nm.km

  

Receiver (PIN+TIA) 

Responsivity 0.45 A/W 

Dark current 50 nA 
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OOK or OFDM) 

THE RECEIVER AND 

Values 

 

0.54 mW/mA 

100 ps/nm.km 

TIA impedance 56.5 

Low-pass filter type  Bessel

Low-pass filter order 4 

Bandwidth 25 GHz

Thermal noise 0.121e

ASE and shot noise Enabled

  

SWDM Mux/Demux

Operating wavelength 850 ~ 940 nm

Inter-channel Spacing 30 nm

Bandwidth 21 nm

 

TABLE III 

SIMULATED CHARACTERISTICS OF THE MULTIMODE 

Wavelength 
OM3 Modal 

bandwidth 

850nm 2000 MHz.km 

880nm 1750 MHz.km 

910nm 1500 MHz.km 

940nm 1250 MHz.km 

 

The resulting SWDM multiplexed signal is 

transmitted through the multimode fiber (OM3 or 

OM4) and then de-multiplexed into four (04) 

signals at the receiver. The received optical signals 

are detected and converted into equivalent electrical 

signals by some associated receivers, for the 

equalization and demodulation steps. This process 

is implemented using MATLAB for NRZ

OFDM techniques in the Rx block. Then, the Bit 

Error Rate (BER) is estimated using the Error 

Vector Magnitude (EVM) method as descri

[26]. According to UIT-T G-989.2 recommendation 

of the International Telecommunication Union 

(ITU), the BER target is set to 3.8x10

the use of Forward Error Code (FEC) and equalizer 

for effective data recovery. The BER performance 

is analysed as a function of the range for both NRZ

OOK and DCO. Next, a comparative study of the 

BER as a function of range was carried out between 

the DCO and new–DCO techniques under identical 

simulation conditions.  

Fig. 4 shows the proposed 100G

50 Gb/s x 2 λ) link. In this configuration, only two 

(02) VCSELs operating at a bit rate of 50 Gb/s are 

multiplexed over the multimode fiber (OM3 or 

OM4). They emit respectively at wavelengths of 

λ1= 850 nm and λ2 = 880 nm. Two (02) 

photodiodes with their TIAs are employed at the 

receiver side. The simulation utilizes the parameters 

outlined in Tables 1 and 2. 
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56.5 Ω 

Bessel 

25 GHz 

0.121e-21W/Hz 

Enabled 

Mux/Demux 

850 ~ 940 nm 

30 nm 

21 nm 

ULTIMODE OM3 AND OM4 FIBERS 

OM4 Modal 

bandwidth 

4700 MHz.km 

3300 MHz.km 

2325 MHz.km 

2000 MHz.km 

The resulting SWDM multiplexed signal is 

transmitted through the multimode fiber (OM3 or 

multiplexed into four (04) 

signals at the receiver. The received optical signals 

are detected and converted into equivalent electrical 

associated receivers, for the 

equalization and demodulation steps. This process 

is implemented using MATLAB for NRZ-OOK or 

OFDM techniques in the Rx block. Then, the Bit 

Error Rate (BER) is estimated using the Error 

Vector Magnitude (EVM) method as described in 

989.2 recommendation 

of the International Telecommunication Union 

(ITU), the BER target is set to 3.8x10
-3

, considering 

the use of Forward Error Code (FEC) and equalizer 

for effective data recovery. The BER performance 

as a function of the range for both NRZ-

OOK and DCO. Next, a comparative study of the 

BER as a function of range was carried out between 

DCO techniques under identical 

4 shows the proposed 100G-SWDM2 (i.e., 

) link. In this configuration, only two 

2) VCSELs operating at a bit rate of 50 Gb/s are 

multiplexed over the multimode fiber (OM3 or 

OM4). They emit respectively at wavelengths of 

λ2 = 880 nm. Two (02) 

heir TIAs are employed at the 

receiver side. The simulation utilizes the parameters 
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III. RESULTS AND DISCUSSION

Given the nearly identical Bit Error Rate (BER) 

results across all multiplexed wavelengths within 

the 850 nm optical window, our discussion focuses 

on the performance obtained at the simulated 

wavelength of 850 nm 

A. Transmission performance in the 100G-SWDM4 

link 

Fig.4 shows the variation in BER performance as 

a function of the range for NRZ-OOK and DCO 

when simulating the link presented in Fig. 3

analysis of Fig. 4 reveals that the BER degrades 

with the increase in fiber distance. This degradation 

is attributed to the chirp phenomenon of the 

VCSEL sources combined with the modal 

dispersion of the multimode fibers [12], [18].

 However, utilizing the DCO technique, the 

performances obtained are almost the same in OM3 

as in OM4 up to around 600 m. This can be 

explained by the fact that the channel exhibits 

almost the same behavior (or transfer function) for 

range up to 600 m in both OM3 and OM4 cases.

 

Fig.4BER = f(Range) of the 100G-SWDM4 link with NRZ

OFDM 

Moreover, it can be seen that, for a BER target of 

3.8x10
-3

, it is possible to achieve a maximum 

distance of 180 m of OM3 fiber with NRZ

compared to 850 m with DCO, thus about four (04) 

times the distance allowed in NRZ-OOK. Similarly, 

for OM4 fiber, NRZ-OOK achieves a maximum 

distance of 300 m, while DCO extends this range to 

1480 m, indicating a distance gain of approximately 
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DISCUSSION 

Given the nearly identical Bit Error Rate (BER) 

results across all multiplexed wavelengths within 

ow, our discussion focuses 

on the performance obtained at the simulated 

SWDM4 system 

shows the variation in BER performance as 

OOK and DCO 

the link presented in Fig. 3. The 

analysis of Fig. 4 reveals that the BER degrades 

with the increase in fiber distance. This degradation 

is attributed to the chirp phenomenon of the 

VCSEL sources combined with the modal 

[12], [18]. 

However, utilizing the DCO technique, the 

performances obtained are almost the same in OM3 

as in OM4 up to around 600 m. This can be 

explained by the fact that the channel exhibits 

almost the same behavior (or transfer function) for 

o 600 m in both OM3 and OM4 cases. 

 
SWDM4 link with NRZ-OOK and DCO-

Moreover, it can be seen that, for a BER target of 

, it is possible to achieve a maximum 

80 m of OM3 fiber with NRZ-OOK 

compared to 850 m with DCO, thus about four (04) 

OOK. Similarly, 

OOK achieves a maximum 

distance of 300 m, while DCO extends this range to 

n of approximately 

five (05) times that achieved with NRZ

superior performance of DCO over NRZ

be attributed to its robustness against the frequency 

selectivity of the optical channel [17], coupled with 

the higher modal bandwidth provided

in comparison to OM3 fiber (Cf. Table 3). 

Fig. 5 presents the BER variation in terms of the 

range for both DCO and new–DCO under identical 

conditions. Analysis of Fig. 5 reveals comparable 

BER performance between the new

conventional DCO for all simulated optical 

multimode fibers (OM3 or OM4). Similar results 

are observed for ACO-OFDM [23], which can be 

explained by the fact that, during transmission, any 

noise distortion is spread over two consecutive 

blocks rather than one block in the new

condition results in the same overall Signal

Noise Ratio (SNR) for new–

conventional DCO. It can be also observed that for 

BER value of 3.8x10
-3

, it is feasible with the 

simulated parameters to achieve a distance of 

approximately 850 m over OM3 fiber and 1480 m 

over OM4 fiber, nearly double of the distance 

allowed with OM3 fiber. 

Fig.5BER = f(Range) of the 100G-SWDM4 link with 

conventional DCO-OFDM

Moreover, compared to the specifications 

provided in Table 1 and Table 

Fiber Solutions (OFS), the simulated new

100G-SWDM4 show better performance in terms 

of transmission distance. This seems interesting and 

Volume 7 Issue 1, Jan-Feb 2024 

Available at www.ijsred.com 

Page 423 

five (05) times that achieved with NRZ-OOK. This 

superior performance of DCO over NRZ-OOK can 

be attributed to its robustness against the frequency 

selectivity of the optical channel [17], coupled with 

the higher modal bandwidth provided by OM4 fiber 

in comparison to OM3 fiber (Cf. Table 3).  

Fig. 5 presents the BER variation in terms of the 

DCO under identical 

conditions. Analysis of Fig. 5 reveals comparable 

BER performance between the new–DCO and the 

onal DCO for all simulated optical 

multimode fibers (OM3 or OM4). Similar results 

OFDM [23], which can be 

explained by the fact that, during transmission, any 

noise distortion is spread over two consecutive 

in the new–DCO. This 

condition results in the same overall Signal-to-

–DCO compared to 

conventional DCO. It can be also observed that for 

, it is feasible with the 

simulated parameters to achieve a distance of 

approximately 850 m over OM3 fiber and 1480 m 

over OM4 fiber, nearly double of the distance 

 
SWDM4 link with new–DCO and 

OFDM 

d to the specifications 

Table 2, by the Optical 

Fiber Solutions (OFS), the simulated new–DCO 

SWDM4 show better performance in terms 

of transmission distance. This seems interesting and 
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allows us to guide such companies in the 

manufacturing of new 100G-SWDM4 transceivers. 

Given the computational complexity reduction by 

half in new–DCO compared to conventional DCO, 

along with its similar BER performance, this allows 

us to propose it as an effective solution to improve 

the distance in the 100G-SWDM4 context. In the 

next subsection, we focus on the achieved 

performance in the 100G-SWDM2 architecture.

B. Transmission performance in the 100G-SWDM2 system 

link 

Fig. 6 shows the BER variation in terms of the 

range for both DCO and new–DCO in the simulated 

100G-SWDM2 link over OM3 and OM4 fibers

 

Fig.6BER = f(Range) of the 100G-SWDM2 link with new

conventional DCO-OFDM 

The obtained results align with our previous 

findings in the simulated 100G-SWDM4. Thus, for 

a BER target value of 3.8x10-3, distances of about 

370 m for OM3 fiber and 650 m for OM4 fiber can 

be achieved, nearly doubling that of OM3. Given 

the comparable curves obtained in new

compared to DCO in this architecture, it can be 

inferred that new–DCO is a promising candidate for 

enhancing the transmission distance in 100G

SWDM2 links. 

IV. CONCLUSION 

The performance analysis of Non

Symmetry DCO-OFDM (NHS DCO

referred to as “new–DCO” is explored in the 

context of 100G-SWDM4 and 100G-
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allows us to guide such companies in the 

SWDM4 transceivers. 

Given the computational complexity reduction by 

DCO compared to conventional DCO, 

along with its similar BER performance, this allows 

us to propose it as an effective solution to improve 

SWDM4 context. In the 

next subsection, we focus on the achieved 

SWDM2 architecture. 

SWDM2 system 

6 shows the BER variation in terms of the 

DCO in the simulated 

SWDM2 link over OM3 and OM4 fibers. 

 
SWDM2 link with new–DCO-OFDM and 

The obtained results align with our previous 

SWDM4. Thus, for 

3, distances of about 

370 m for OM3 fiber and 650 m for OM4 fiber can 

be achieved, nearly doubling that of OM3. Given 

comparable curves obtained in new–DCO 

compared to DCO in this architecture, it can be 

DCO is a promising candidate for 

n distance in 100G-

The performance analysis of Non-Hermitian 

OFDM (NHS DCO-OFDM), 

DCO” is explored in the 

-SWDM2 for 

datacenter transmission. After simulation in a 

100G-SWDM4 scenario, we demonstrated that it is 

feasible to reach distances approximately four (04)

to five (05) times longer than those achieved with 

NRZ-OOK using DCO-OFDM. 

Furthermore, given the substantial reduction in 

the computational complexity of NHS DCO

along with the potential decrease in energy 

consumption within datacenters, its imple

in the 100G-SWDM2 scenario enables an extension 

of the currently proven distances by the SWDM 

alliance and its partners [5]. Considering these 

aspects, it can be concluded that NHS DCO

in SWDM2 represents a promising approach for 

achieving high data rates in datacenter transmission, 

potentially influencing the development of new 

100G-SWDM4 and 100G-SWDM2 transceivers by 

companies. 
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