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ABSTRACT 

 

Due to the huge increase in population hospitals are 

overcrowded because of this it becomes difficult for a 

hospital management system to control or to minimize 

patient waiting time while getting treatment in hospital. 

While taking treatment doctors mentioned several 

different tests to diagnose the disease to give proper 

treatment. Thus while evaluating this entire test we have to 

wait in a queue. A patient has to wait until the entire 

patient before him or she gets treated. Unnecessary 

waiting time not only waste patient time but also give 

frustration during waiting in the queue. It would be more 

convenient if a patient could get the predicted waiting time 

and treatment plan on an application that shows the 

treatment plan and predicted waiting time in real time. 

Therefore to increase the efficiency and to meet the patent 

requirement we come up with a new technique called 

PTTP with HQR i.e. Hospital Queuing-Recommendation 

System is developed. In this method, the PTTP algorithm 

predicts the treatment time based on hospital data. Based 

on this waiting time HQR recommend the treatment plan 

for the patient. As the patient data is off in a huge amount 

we have use Apache Hadoop to achieve the goal. 

 

Index Terms - Big data, Pig, Data Mining Technique, 

Hospital Historical dataset, PTTP algorithm, Random 

forest. 
 

I.INTRODUCTION 

 

Appropriate to the enormous rise in residents hospitals are 

congested because of this it happens to complex hospital 

management organizations to reduce patient waiting time 

while receiving treatment in hospital. The organization of 

patient queue and guess of waiting time is an extremely 

harsh job. As the waiting time estimation require the earlier 

information of the time taken by different tasks to complete 

such as time taken by Injection [1], Medicine, X-ray, CT-

scan, blood test, sugar test, etc. usually a patient has to go 

from side to side number of test during treatment point out 

by doctor which is depending on his or her checkup 

situation. Consequently, a patient has to stay for the time 

until all the patient history to him gets treated [17, 13]. Thus 

avoidable waiting for such a long time misuse the patient 

time and also gives disturbance. 

          In this dissertation, we present a way to 

decrease the waiting time of patient [19] and to assist 

hospital association deal to expertly state the patient row 

system. To achieve this job we have regarded as patient 

information from hospitals such as patient age, gender, 

disease type, doctor name, task name, treatment start time 

and treatment end time. At the beginning of this information 

set, we have designed predicted time for our system means 

the training phase completed using pig script to 

implementation of random forest in the PTTP model [7, 13]. 

The estimation for predict time depends on several features 

such as gender, age group, treatment start time and end time, 

etc. that talk about the PTTP model with hospitals 

significant information. The average waiting time is 

calculated by this algorithm. And depending on this waiting 

time Hospital Queuing arrangement predicts the treatment 

arrangement for the patient to decrease the waiting time 

throughout the number of test progression. Because of the 

big information accessibility from the patient narration we 

have to believe huge information for flexibility and facility. 

To calculate the waiting time a superior report of the 

Random Forest Algorithm is used to prepare the planned 

PTTP structure [22] [7, 11]. Our major objective is to grant 

the most excellent quality treatment, within time. We would 

similar to assist you to securely and effectively take delivery 

of your hospital system by the PTTP model using a random 

forest using Pig Script [31,30]  in a big environment. 
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II.RELATED WORK 
 

A) BACKGROUND 

 

1995, RF technique is projected initially by Tin Kam Ho [12, 

8]. In 2001, Leo Breiman establishes RF does not more robust 

because of the Law of huge records [12, 4]. In 2006, Lin and 

Jeon recognized a relationship between RF and adaptive 

nearest neighbor technique [12, 9]. In 2008, G. Biau provides 

theorems that launch the worldwide regularity of averaging 

system [12, 10], which improved the essential hypothesis of 

RF. Random Forest includes the below characteristics: 

 

i) Its correctness is excellent. 

ii) It's comparatively strong to noise. 

iii) It’s faster than bagging or boosting. 

iv) It gives a helpful domestic approximation of fault, might, 

association and erratic significance. 

v) It's straightforward and simply parallelized. 

 

B) BIG DATA 
 

Big Data [29] establish with large-volume [28] [27], various, 

independent sources with spread and decentralized organize, 

and inquire about to discover difficult and developing 

associations between data. Big data means big data; it is a 

collection of huge datasets that cannot be processed using 

conventional computing methods. Big data is not simply a 

data; rather it has become an entire theme, which occupies a 

variety of tools, methods, and frameworks. Hadoop File 

System was developed by a distributed file system (DFS) 

design. It is run on good hardware. Unlike other distributed 

systems, [28] [27] HDFS is highly fault-tolerant and 

considered using low-cost hardware. HDFS holds an 

extremely big amount of data and provides easier access. To 

store such enormous data, the records are stored diagonally 

various machines. HDFS also construct applications accessible 

to parallel processing. 

 

The user of the MapReduce as two functions: Map and 

Reduce. Map [28], written by the user, takes an input pair and 

produces a set of intermediate key/value pairs and passes them 

to the Reduce function. Apache Pig is a concept over 

MapReduce. It is a tool or platform which is used to examine 

better sets of data representing them as data flows. Pig is 

usually used through Hadoop. Using Pig Latin [28], the 

developer can do MapReduce tasks easily without having to 

type complex codes in Java using pig script. To examine data 

using Apache Pig [27], developers need to write scripts using 

Pig Latin language. All these scripts are internally transformed 

to Map and Reduce tasks. [27][28] Apache Pig has a 

component known as Pig Engine that accepts the Pig Latin 

scripts as input and converts those scripts into MapReduce 

jobs. 

 

III. LITERATURE SURVEY   
 

To improve the accuracy of the data analysis with continuous 

features, different optimization methods of classification 

algorithms are proposed. There are special kinds of studies for 

data mining techniques in medical databases. We identify the 

following categories:  

 

1. Studies that summarize reviews and challenges in mining    

medical/hospital data in general. 

2. Studies of classification techniques in Hadoop used for 

prediction. 

3. Studies that present new technologies and algorithms.  

4. Studies that present new frameworks, tool and applications 

in medicine and healthcare system to prevent patient time  

 

1. STUDIES THAT SUMMARIZE REVIEWS AND 

CHALLENGES IN MINING MEDICAL/HOSPITAL 

DATA IN GENERAL. 

 

F. Hosseinkhah et al. [32] represent challenges in data mining 

on medical databases. The spotlight on the uniqueness of 

medical data and provide some investigational outcome on a 

gastritis medical database using data mining techniques of 

Naïve Bayes, Neural Network, and Association rule. S. K. 

Wasan, V.  Bhatnagar and H. Kaur [33] observe the collision 

of data mining techniques, as well as artificial neural 

networks, on medical diagnostics.  

 

2. STUDIES OF CLASSIFICATION TECHNIQUES IN 

HADOOP USED FOR PREDICTION.  

 

The Self-Adaptive Induction algorithm for the incremental 

construction of binary regression trees was presented by R. 

Fidalgo-Merino and M. Nunez. [2].  

 

Tyree, K. Q. Weinberger, K. Agrawal, and J. Paykin [3] 

introduced a parallel boosted Regression Tree algorithm for 

web search ranking.  

 

In G. Chrysos, P. Dagritzikos, I. Papaefstathiou, and A. Dollas 

[5] proposed Classification And Regression Tree (CART) 

algorithm.  

 

The Random Forest Algorithm [7] is an ensemble classifier 

algorithm based on a decision tree, which is a suitable data-

mining algorithm for big data.  

 

Keyword-Aware Service proposition technique on 

MapReduce for big information applications. A travel 

recommendation algorithm that mines people's attributes were 

proposed in [15].  

 

Yang et. al. [16] introduced a Bayesian-Inference-Based 

Recommendation system for online social networks, in which 
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a user propagates a content rating query along with the social 

network to his direct and indirect friends. 

 

3. STUDIES THAT PRESENT NEW TECHNOLOGIES 

AND ALGORITHMS 

 
To predict the waiting time for every treatment task, we utilize 

the random forest algorithm to train the patient treatment time 

utilization based on both patient and time characteristics and 

then build the PTTP model. Because patient treatment time 

utilization is a permanent variable, a Classification and 

Regression Tree (CART) model is used as a meta-classifier in 

the RF algorithm. 

 

4. STUDIES THAT PRESENT NEW FRAMEWORKS, 

TOOL AND APPLICATIONS IN MEDICINE AND 

HEALTHCARE SYSTEM TO PREVENT PATIENT 

TIME  
 

Hadoop is the best framework that is used to preprocessing the 

huge amount of data and get the right prediction from 

historical data in little time using their scripting languages like 

Pig. Kafka is also a framework that is used for streaming data. 

 

 

IV.CONCLUSION 

 

In this paper, [1] a random forest in the PTTP model 

implement based on big data. The queue waiting time of every 

treatment task is a guess based on the trained PTTP model 

dataset. General experimentation and purpose results show 

that our PTTP algorithm implementation achieves high 

accuracy and presentation. Hospitals' information quantity is 

rising every day. As a result, [12, 7, and 15] an incremental 

PTTP algorithm based on torrent information and a more 

convenient prediction. The prediction time finds out which is 

used for testing purposes. To decrease patient waiting time 

using the PTTP model in a big environment. 
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